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% ATLAS Data Taking

@ LHC collision rate: 40 MHz
@ ATLAS produces ~ 1.8 MB/event

» At £ =2x10%cm~2s7! per second:

~ 20000 dijets (pr >100 GeV)
~ 2000 W bosons
~ 1000 Z bosons
~ 50 top quarks
~ 1/2 of a Higgs boson
= 80 TB/s impossible — 8 GB/s ok

o Trigger system:

» reduce rate

> keep balanced selection prioritizing interesting events

@ Event reconstruction on Grid

1 Hz at 10%* cm—2s~ 1
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o Easy parallelization: events are independent
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% ATLAS Online Trigger & Data Acquisition System

Event rates
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Data rates
design

ATLAS Event
1.6 MB/25 ns

~160 GBIs

4
~1.6 GBIs

Hardware trigger (LVL1)
@ Decision in ~ 2.5 us
@ Retains ~ 100 kHz
High level trigger (HLT)
o Offline-like algorithms
@ Decision in ~ 500 ms

e Max. 8 GB/s output

> ~ 3kHz of
full events

» ~ 5kHz of
'partial’ events
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% ATLAS Event Processing Pipeline & Monte Carlo
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Monte MC generators
Carlo @ MadGraph,

POWHEG-BOX, Pythia8,
Herwig7, Sherpa, ...

@ MC production requests!

-/ — 1sto nhours/event
Pileup overl
~ 30 — 60 collision/event
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% ATLAS Event Processing Pipeline & Monte Carlo

Monte MC generators

Carlo o MadGraph,
POWHEG-BOX, Pythia8,
Herwig7, Sherpa, ...

@ MC production requests!

> — 1sto nhours/event

W0 0
[rE———

Recoed Lumiosiy (1011

Pileup overlay

~ 30 — 60 colision/event D€teCtor simulation
o Mainly GEANT4

@ Esp. CPU intensive:
calorimeter simulation

*
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@" | = FullSim often replaced by
s AtlFast

— 1 to 10 min/event
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% ATLAS Event Processing Pipeline & Monte Carlo
Digitization
@ Material interactions
— realistic signals

. @ Overlay additional
= minimum bias pp events
7 4 ; (pileup)
Pileup overlayﬂ - 5 to 60 S/eVent
~ 30 — 60 collision/event
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% ATLAS Event Processing Pipeline & Monte Carlo
Digitization
@ Material interactions
— realistic signals

) o Overlay additional
ZI minimum bias pp events
I | (pileup)
Pieun oo — 5 to 60s/event
~ 30~ S0 collision/event Eyent reconstruction
@ Detector signals

— physics objects

@ Same algorithms as for

(Lo ]
(we ) real data
(e )
@ Produces AODs
(e ] =
[graphics by J. Catmore] — O(l mln)
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% ATLAS Event Processing Pipeline & Monte Carlo

Derivation

@ Reduction of AOD
content for analysis

. @ Construction of
i analysis-specific objects
; (e.g. B-mesons)
pil e — many formats
ileup overlay
~ 30 — 60 collision/event (number to be reduced)
— O(seconds/event)
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% ATLAS Event Processing Pipeline & Monte Carlo

Derivation

@ Reduction of AOD
content for analysis

. @ Construction of
ZI analysis-specific objects
I- (e.g. B-mesons)
oo o — many formats
ileup overlay
~ 30 — 60 collision/event (number to be reduced)
— O(seconds/event)

Analysis
== @ Ntuples or data frames
=D @ S/W specific to analysis
= — takes months to years
[graphics by J. Catmore] (phySICIStS at work )
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? Athena Software Framework

creates
onfigures

’ |
reads
writes Disk
“ovmon paise_s ‘-Creates
C

ontigur
|

| creates

configures

=

creates

configure

(Python)

[graphics by J. Catmore]
Core in C++, glue (job options) in Python

Code in open gitlab repository at CERN

User modifies job options (Python) and writes analysis algorithms (C++)

Users typically use Athena on DAODs to produce ntuples on the grid

Athena framework also used for all production jobs

o = - = == DA
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https://gitlab.cern.ch/atlas/athena

% Worldwide LHC Computing Grid

/
a/

Collaboration of ~ 170
computing centers worldwide
Partnered with
» European Grid Infrastructure
(EGI)
» Open Science Grid (OSG)
» Nordic e-Infrastructure
Collaboration (NelC)
Organization in Tiers 1 — 3
» UNI-SIEGEN-HEP is Tier-3

Jobs run where data reside, but
data also move to idle sites

W. Walkowiak (HEP, Universitit Siegen)

Lab a

Physics Institutes
Tier3 Tier2

Desktop
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% ATLAS Jobs on the Grid - by Jobs

Running jobs

300K

02/07,00:00 02/08, 00:00 02/09, 00:00 02/10, 00:00 02/11, 00:00 02/12, 00:00 02/13, 00:00

About ~ 250 to 300K jobs running concurrently past 7 days
Mostly Monte-Carlo production and then user analysis

Note: ATLAS has not been taking new data since November last year

Production jobs often run in multi-core configuration, while many user analysis jobs run
single-core

/
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% ATLAS Jobs on the Grid — by Slots

Slots of Running jobs

MC 16 simul

800 K

600 K

400 K

MC 16 evgen 439K

200 K MC Other 0 K 360K
MC 16

MC Other simul

02/08

@ About ~ 550 to 600 K cores occupied during past 7 days

@ Mostly Monte-Carlo simulation (typically multi-core)
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? ATLAS Jobs on the Grid — Events Processed

NEvents Processed - in percentage

Value
User Analysis 398 Bil
MC Derivations 30.9 Bil

Data Derivations 29.5 Bl

Express Analysis 20.7 Bil

MC merge 5.51 Bil
Express 1.55 Bil
MC 16 evgen 1.26 Bil
MC Other 854 Mil
MC 16 simul 843 Mil

Group Analysis 383 Mil

@ Almost 400 billion events processed during past 7 days
@ More than 75% by user analysis jobs

@ User analysis and derivation jobs run faster
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% ATLAS Data on the Grid — Disk and Tape

Tape size

Disk size

%

no_name

@ Almost 300 PB on disk, about 380 PB on tape (total of 680 PB)
@ Analysis related data (DAOD, AOD, HITS) dominate on disk
o Raw detector data (RAW) are kept on tape, but also AODs and HITS data
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¥ ATLAS Jobs — by Resource Type

Slots of Running jobs by Resource Type

@ Slots of running jobs by resource type
during past 7 days
@ Besides classical Grid:

» HPC centers (~ 110 K cores)
» Cloud resources (~ 35 K cores)

/
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% UNI-SIEGEN-HEP WLCG Instance

Slots of Running jobs

2.50 K

iAo 7 &
- ¢

01/17 01/20 01/23 01/26 01/29 02/01 02/04 02/07 02/10 02/13

- wl x A.“dﬂ\..\‘

@ ~ 100 slots at ENC, ~ 2300 slots at NDC
@ Plot of running jobs during last 30 days

@ Running multicore jobs, mostly Monte-Carlo production
@ Network bandwidth limited at NDC

u Universitat

(currently 1 Gb/s connection to world, hardware for faster connection available, waiting

for ZIMT)

/
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% User Analysis Resources
Preparation of analysis-specific datasets:
e WLCG GRID (analysis jobs for ntuple production)
For data analysis steps:
Ixplus at CERN

OATLAS
e National Analysis Facility (NAF, DESY) ] EXPERTMERT
e OMNI cluster (ZIMT, to run e.g. ML jobs) \
@ SIMPLE cluster

ATLAS environment locally:
@ ATLAS software via CVMFS

@ Centos7 or AlmaLinux environment via apptainer
container

@ Locally installed versions of ROOT

@ Tensorflow and Co. typically in virtual environments
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https://abpcomputing.web.cern.ch/computing_resources/lxplus/
https://confluence.desy.de/display/IS/NAF+-+National+Analysis+Facility
https://cluster.uni-siegen.de
https://cernvm.cern.ch/fs/
https://root.cern

. |
SiIMPLE Cluster SiMPLE

Siegen MultiProcesso:

Cluster of HEP group
@ Located in ENC-A 104
» own HEP subnet (141.99.204.0/23)

@ 364 cores (compute nodes) 4+ ~ 160 cores (PCs)
@ ~ 550 TB on storage servers (RAID-6)

e OS: Debian 12.5 (bookworm)
@ Central installation system: FAIl & Puppet
» all compute nodes and PCs run exactly same software

@ Central home directories
(on redundant hardware, multiple levels of backups)

@ SLURM batch system
@ Experiment specific software (ATLAS, Auger, ...)

/5 W, Walkowiak (HEP, Universitat Siegen) CPPS Retreat 2024 February 15, 2024 13/14



? Conclusions

Detector data processing:
@ Complex selection of interesting processes by trigger system

@ Reconstruction of physics objects on the Grid

HEY, LOOK, WE HAVE A BUNCH

Monte-Carlo production: OF DATAL M GONNA ANALYZE. 1T
; ; NO, YOU FoOL! THAT WL
@ Various MC generators for physics processes DALY CHEATE MORE. DAL

@ Detector simulation is CPU & time consuming /
@ Same reconstruction algorithms run as for data

@ All production steps performed on the Grid %

User analysis: '

@ Analysis specific datasets derived (data and MC) [xked/2582]

@ User typically produces ntuples on the Grid

@ Runs analysis locally
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https://xkcd.com/22582

Bonus Material

CHECK IT OUT—T MADE A
FULLY AUTOMATED DATA
PIPELINE THAT COLLECTS
AND PROCESSES ALL THE
INFORMATION WE NEED.

L

15 IT A GIANT HOUSE OF CARDS
BUILT FROM RANDOM SCRIPTS
THAT WILL ALL COMPLETELY

COLLAPSE THE MOMENT ANY
INPUT DOES ANYTHING WJEIRD?

i

... MIGHT NOT GE.
[ T cvess AT sovETH-

WHOOPS, JUST
C(OLLAPSED. HANG
ON I CAN PATCH IT

il

[xked /2054]



https://xkcd.com/2054

% ATLAS TDAQ System

Level-1 (L1) System

{ Level-1
Level-1 Calo

Muon
||
Topo &
Central
Trigger
Processor

Regions Of Interest

High Level

Data Flow
Trigger

(HLT) I

Event data
[graphics by C. Bernius]
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% ATLAS Monte Carlo Production Chain
From 4-veckors ko ROOT

s e ke e 156 conms ‘;T,i e
i - Z

Digitization Rootification

Format: EVGEN HITS RDO ESD/AOD NTUPLE/HIST

A

overlay up to 40

individual
detector

simulation events - o

to emulate pileup B

h.
[graphics by C. Debenedetti, CHEP 2013] =] F = =
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? ATLAS Data Formats

Event generator
output (EVNT)
Simulated interaction
with detector (HITS)
Simulated detector
Raw data (RAW) output (RDO)
Analysis object data Analysis object data
(AOD) (AOD)
Derived AOD (DAOD)
Ever'ythlngabovethlsllnels ....................
processed with Athena: the
ATLAS software framework

Derived AOD (DAOD)
[graphics by J. Catmore]
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but analysis can also be done
using stand-alone ROOT or
one of the ROOT-based

frameworks
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% Run 3 AtlFast3 Configuration

Inner
Detector

FastCaloGAN V2

Eiin < 8 GeV 8& || <2.4,
Except [0.9<|n]<1.1, 1.35<|n|<1.5]

Charged

Pions Geant4
Kaons

Pions:
Exin < 200 MeV

Other hadrons:

Baryons Ekin < 400 MeV

Muons

[J. Dandoy, ATLAS week Feb. 2024]

u/g’EPPS W. Walkowiak (HEP, Universitit Siegen)

Calorimeters

FastCaloSim V2

Eiin > 16 GeV 8& |n| < 2.4,
All Eiin 8& [0.9<]n|<1.1, 1.35<|n]<1.5, [n>2.4]

FastCaloSim V2 | FastCaloGAN V2

Eiin <4 GeV && [n] < 1.4,
Ein<1GeV && || <3.15

Eiin > 8 GeV && [n| < 1.4,
Ein>2 GeV 8& 1.4 < |n| < 3.15,
Al Eiin 8& || > 3.15

FastCaloGAN V2

CPPS Retreat 2024

Geant4

[m]

Muon

Spectrometer

Muon
Punchthrough
+ Geant4

e =
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% ATLAS Analysis Model

Derivation framework: the “heavy lifting” to get from PB

sized to TB sized datasets. Output remains in xAOD “CP” = calibrations and common object selections
format but reduced by skimming, slimming, thinning These need to be applied to xAOD objects

Derivation
framework
(Athena) ~TB

Athena-based analysis

Analysis framework: main

ROOT-based analysis part of the tutorial

Athena-based analysis ~GB
(CP)

N
ROOT-based analysis

Yy Vv

Reconstruction

XAOD: ROOT-readable format
(Athena)

produced by reconstruction

[graphics by J. Catmore]
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