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• Surface Detector (SD)
• ~1660 water Cherenkov detector

stations, covering about 3000 km!

• Fluorescence Detector (FD)
• Four FD stations with 27 telescopes

• Data taking started in 2004
• Detector upgrade (AugerPrime)

ongoing

Pierre Auger Observatory

15 February 2024Marcus Niechciol (University of Siegen) / CPPS Retreat 2

Malargüe
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[Pierre Auger Coll., Veberič]

[CIA]

[Pierre Auger Coll., NIM A 798 (2015) 172]



Auger Data Stream
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Extensive Air Showers
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Electromagnetic
particles

Primary cosmic-ray particle

Nucleus from the Earth’s atmosphere

Cascade of billions
of particles, covering

a large area on ground
[J. Knapp]



• Gold standard: MC simulations using CORSIKA
• However: full MC simulation of an air shower at UHE very resource-

demanding: CPU time needed on the SiMPLE cluster 𝒪(104-105 h), disk
space needed 𝒪(1 TB) – per shower!

• Need strategies to drastically reduce these demands:
• Parallelization (e.g., Open MPI) will reduce the effective wall-clock

time, but doesn‘t help with disk space
• Not tracking every single particle will reduce both (thinning

algorithms, cutting away very low-energy particles)
• Typical/practical for one shower at UHE : CPU time 𝒪(1 d), disk space
𝒪(1 GB) – still not easy to produce large samples, but manageable

• Side note: current CORSIKA v7.7500 based on FORTRAN, new CORSIKA 
v8 will be based on C++

Simulating Extensive Air Showers
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[J. Knapp]

[D. Heck et al., FZKA Report 6019 (1998)]



• Complementary approach when only the longitudinal
development of the shower is of interest: hybrid simulations
using CONEX
• Full MC simulation only in the early part of the shower (most relevant for

the overall development), numerical solution of cascade equations for
the lower-energy part

• Typical for one shower at UHE : CPU time 𝒪(1 min), disk space 𝒪(10 KB) 
– can produce huge samples quickly, but only limited information

Simulating Extensive Air Showers
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[J. Knapp]

[Bergmann et al.; Astropart. Phys. 26 (2007) 420]
[Pierog et al.; Nucl. Phys. B, Proc. Suppl. 151 (2006)  159]



• How many CORSIKA showers are needed for an Auger analysis?
• Example: a search for photons with the Auger low-energy

enhancements (SD-750 and HEAT)
• 72,000 photon-induced showers, 42,000 proton-induced showers for the 

main analysis
• 90,000 additional air showers for systematic checks (iron primaries, other

hadronic interaction models)
• Only a part was simulated on the SiMPLE cluster, the bulk of these

simulations were produced centrally (by the Auger MC task) on the Grid
and/or on local clusters in Napoli and Praha and were only copied to
Siegen as needed (no longer-term storage, 𝒪(1 TB) are needed
temporarily for a typical sample of 5000 showers)

MC Shower Production for Auger
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[J. Knapp]

[Pierre Auger Coll., ApJ 933 (2022) 125]



• Second part of the MC production: simulating the detector
response (including transmission through the atmosphere)

• Done locally on the SiMPLE cluster with the Auger Offline
Software Package, which also encompasses the reconstruction
code (i.e., same output format based on ROOT)

• Far less demanding w.r.t. computing resources than shower
simulations

Detector Simulations
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78 Updating the hybrid search for photons above 1017 eV

9.1.2. Final Status of the Simulation Production

Throughout the extensive simulation production process, frequent checks were conducted
to proactively identify potential issues and ensure the growing data set adhered to the pre-
determined high-quality standards. The fundamental strategy involved continuous moni-
toring at the file system level. For instance, the number and sizes of output files in ROOT
format were continuously tracked to promptly detect any systematic failures in simula-
tion jobs. Additionally, real-time runtimes were extracted from log files using a dedicated
script, facilitating the early detection of deviations from expected levels. This approach
also provided an estimation of the overall remaining runtime for an entire simulation batch
within a specific energy bin. Notably, during the development of detector simulations,
a unique bug associated with the provided shower files, leading to the failure of affected
simulation jobs, was uncovered using this method. The issue was promptly reported to the
relevant individuals affiliated with the Napoli+Praha library. Subsequently, the problem
was resolved through targeted re-simulation of the affected air showers, followed by local
simulation of detection and reconstruction.

As of writing this thesis, the intended simulation sets have recently been completed across
the entire energy range 16.5 < log10(E/eV) < 19.5 with the intended numerical extent.
In Tab. 9.1 some statistics are listed related to the simulation batches for each primary
particle and energy bin. For both the photon and proton case, file size and runtime scale
like E↵ with ↵ ⇡ 2.3. A power law is to be expected, as the total number of particles for
an extended air shower grows proportional with the primary energy, and this is a major
factor affecting run time and file size. For photons this increase is a bit steeper. This is
partly due to the different nature of the underlying air showers, but also to slightly different
detector acceptances at a fixed energy.

Photon simulations log10(E/eV)
Properties 16.5–17.0 17.0–17.5 17.5–18.0 18.0–18.5 18.5–19.0 19.0–19.5

status Completed Completed Completed Completed Completed Completed

total size of dir. [GB] 60.91 98.72 175.06 313.22 577.00 1017.05

total number of jobs run 10 000 10 000 10 000 10 000 10 000 10 000
avg. runtime per job [h:mm:ss] 0:17:50 0:24:46 0:39:12 1:01:30 1:43:24 2:44:01

total number of events simulated 50 000 50 000 50 000 50 000 50 000 50 000
avg. size of output file [MB] 0.97 1.72 3.27 6.09 11.49 20.49

Proton simulations log10(E/eV)
Properties 16.5–17.0 17.0–17.5 17.5–18.0 18.0–18.5 18.5–19.0 19.0–19.5

status Completed Completed Completed Completed Completed Completed

total size of dir. [GB] 28.37 45.20 79.14 138.81 267.02 491.20

total number of jobs run 5000 5000 5000 5000 5000 5000
avg. runtime per job [h:mm:ss] 0:19:55 0:29:34 0:46:55 1:15:44 2:16:18 3:40:47

total number of events simulated 25 000 25 000 25 000 25 000 25 000 25 000
avg. size of output file [MB] 0.88 1.54 2.92 5.36 10.60 19.77

Tab. 9.1 Final status of the production process of the updated simulation set together with
some properties associated to the simulations within an energy bin.

[S. Argirò et al., NIM A 580 (2007) 1485]

[T. Fehler, Master’s thesis (2024)]



• Impact of Lorentz invariance violation on air showers
• Only looking at the impact on Xmax so far, so CONEX can be used
• Need to modify the MC part of CONEX and then set the threshold for the change to cascade equations

accordingly – individual simulations take a little bit longer w.r.t. standard settings, but a fine scan of the 
phase space in primary energy and LV parameter is needed

• Moving now to CORSIKA to also study the impact on the particles on ground: need to check how the 
available resources can be used efficiently

• Simulating the propagation of cosmic particles through the Universe
• Relevant software: CRPropa3
• Similar to CONEX: individual simulations don‘t need much CPU time or disk space (can comfortably

performed on a laptop), but in the end you need a lot of them
• Activity just starting up, will occupy more computing resources in the near future

Other Computing-Intensive Activities in our Group
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[Klinkhamer, MN, Risse; Phys. Rev. D 96 (2017) 116011]
[Duenkel, MN, Risse; Phys. Rev. D 104 (2021) 015010]
[Duenkel, MN, Risse; Phys. Rev. D 107 (2023) 083004]

[Batista et al., JCAP 09 (2022) 035]


